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Abstract 

 
Argument Structure Extraction (ASE) is increasingly prominent for its role in identifying 
discourse structure within documents. Many pioneering works have demonstrated that the 
contextual information in the document is vital for the final performance of ASE. Traditional 
context-aware methods relying on concatenation of contextual sentences have proven 
insufficient, introducing noise, inefficiency, and bias due to the reliance on discourse markers. 
To overcome these issues, we introduce Efficient Argument Structure Extraction (E-ASE), 
which eschews sentence concatenation in favor of encoding sentences separately and applying 
sentence-level attention to integrate context. To mitigate discourse marker bias, E-ASE 
employs a novel data augmentation technique, substituting discourse markers with a [MASK] 
token and leveraging Masked Language Modeling (MLM) loss. Our empirical research, 
conducted across five diverse datasets, demonstrates E-ASE's state-of-the-art (SOTA) 
performance, save for on the ECHR dataset, marking a significant advancement in the field of 
ASE by optimizing contextual information usage and enhancing both the training and 
inference processes. 
 
 
Keywords: Argument structure extraction; Contextual information; Discourse markers; 
Masked Language Modeling; Data augmentation. 
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1. Introduction 

Argument Structure Extraction (ASE), which aims to identify the discourse structure of 
arguments in documents, has been an important sub-task of argument mining [1-7]. ASE is 
usually formatted as the problem of automatic argumentative relation prediction: given any 
proposition in a document, predicting the existence and polarity (support or attack) of relation 
from any other proposition within the full document or a context window [2] [5] [6] [8]. Being 
an important role in discovering the central theses and reasoning process, ASE has aroused 
more and more attention from academic and industrial communities in a wide spectrum of 
domains, such as legal documents [9-12], scientific articles [13-16], online posts [17-20], and 
biomedical literature [21] [22]. Fig. 1 provides an example for ASE, where the fifth through 
ninth sentences describe the shortcomings of the review paper, thereby supporting the 
conclusion sentence(the third sentence). 

 
Fig. 1. An example of Argument structure extraction in peer reviews. The fifth through ninth 
sentences support the third sentence. The argument discourse markers are marked in yellow. 

Traditional methods for ASE usually rely on high-quality labeled data from domain experts 
and manually designed customized features for addressing long dependencies and encoding 
task-specific language [6] [23] [24] [25]. It is very time-consuming for these methods to be 
utilized in application scenarios, where the queries have very long contexts and range from 
different domains [23] [26] [27]. To mitigate this problem, [26] firstly propose the context-
aware ASE, which can be directly fine-tuned from pre-trained Transformers [28] [29]. In 
contrast to the prior works which only encode pairwise propositions while ignoring the 
contexts [25], the context-aware ASE model takes a different approach. It constructs 
contextual information for a given proposition by concatenating it with its neighboring 
sentences within a constant context window. Subsequently, this contextual information is 
encoded utilizing a pre-trained encoder. Concurrently to our work, [30] also proposed an 
efficient method for leveraging context information. Specially, [30] followed the strategy of 
constructing context information by concatenating neighboring sentences within a context 
window, as introduced by [26]. In contrast, our method involves feeding individual 
propositions within a document into Roberta separately and in parallel. Extensive 
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experimentation has demonstrated the critical importance of contextual information for the 
final performance of ASE. 

Table 1. Statistics of five datasets. We report the discourse markers rate of propositions pairs in test 
sets and the previous experimental results on two test sets with and without discourse markers. '𝑤𝑤' 

refers to with, '𝑤𝑤/𝑜𝑜' refers to without. 

 While the context-aware ASE has achieved some improvements, our motivated 
experiments find that their way of utilizing the contextual information, i.e., simply 
concatenating the sentences in the context window, cannot make full use of the contextual 
information. The main drawback of their method can be three-fold. Firstly, concatenating all 
sentences in the contextual window may introduce much noise, misleading the model to pay 
attention to less informative contextual sentences and thus degrading the final performance. 
Additionally, concatenating all sentences in the contextual window results in an excessive 
length input fed into the encoder. To the best of our knowledge, the performance of the 
Transformer degrades with the increase of the input length [31]. Secondly, since the 
reconstruction of contextual information for each proposition during inference, the efficiency 
of both training and inference is notably diminished. At each step of training or inference 
progress, the model encounters substantial redundancy in encoding such lengthy contextual 
inputs. Furthermore, as the size of the context window is set as a constant during the modeling 
process, the propositions lacking enough contextual sentences are essentially disregarded, 
which causes low efficiency for data utilization. Thirdly, the ubiquitous discourse markers in 
the corpus, such as `but`, `hence`, and et., behave as significant signals for ASE, which may 
introduce much bias for the model's prediction and enable the model to give the right 
predictions but neglect the detailed context. Table 1 illustrates the statistics of the discourse 
markers rate of proposition pairs within the test sets, along with our previous experimental 
results on two distinct test sets: one inclusive of discourse markers and another where 
discourse markers are absent. From Table 1, we can find that the performance on the test set 
with discourse markers is much higher than those without discourse markers. These results 
show that the discourse markers have a significant effect on the ultimate performance. 

To better leverage contextual information and address the issues outlined above, we 
introduce E-ASE, a model aimed at enhancing ASE performance through effective utilization 
of contextual information. Specifically, to remove the contextual noise and enhance the 
training and inference efficiency, the proposed E-ASE encodes each sentence separately 
without concatenating contextual sentences as a whole. Therefore, the model only needs to 
encode the current proposition rather than a very long context. Moreover, it enables the parallel 
computation of all propositions within a document without the necessity of re-constructing 
and re-encoding. On top of the encoder, E-ASE applies sentence-level attention for context 
aggregation. This mechanism assigns higher weights to informative contextual sentences and 
lower weights to the less informative ones. To mitigate the influence of the discourse markers, 

 discourse markers rate 
test sets 

𝑤𝑤/ discourse 
markers 

 𝑤𝑤/o discourse 
markers 

 

AMPERE 17.72% 77.40 71.20 
Essays 13.17% 72.81 65.46 
AbstRCT 12.16% 75.13 69.87 
ECHR 16.97% 69.15 60.49 
CDCP 14.07% 68.35 62.91 
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we propose a data augmentation method where the training corpus is augmented by randomly 
replacing the discourse markers with the token [MASK]. Subsequently, we employ the masked 
language modeling loss to improve the model's capacity to gather contextual information. We 
conduct extensive experiments on five publicly available data sets, namely AMPERE [26], 
Essays [6], AbstRCT [25], ECHR [9], and CDCP [32], originating from different domains. 
The experimental results show that the proposed E-ASE achieves substantial improvements 
on all datasets consistently, compared to the context-aware ASE. 

In summary, the main contributions of this paper can be concluded as follows: 
1. We propose the E-ASE, which encodes each sentence separately without concatenating 

the contextual sentences and incorporating the contextual information with sentence-level 
attention. The novel architecture is very effective in removing contextual noise and enhancing 
training and inference efficiency. 

2. We propose a simple and effective data augmentation method for relieving the effects of 
the discourse markers. Working together with the MLM loss, the data augmentation method 
enhances the model's ability to comprehend contextual information substantially. 

3. We conducted extensive experiments on five datasets from different domains. The results 
show that the proposed method can improve the ASE performance consistently. 

2. Related work 

ASE   Argument structure extraction has garnered increasing attention in recent years. This 
task involves identifying and extracting the relationship among the different argument 
propositions within documents. Conceptually, the argument structure extraction can be 
separated into two subtasks: premise detection, which aims to identify the targeted 
propositions(head), and relation classification, which involves classifying the relations of 
other propositions(tail) to the head. Early research drew inspiration from discourse parsing [4] 
[33] and some methods employed statistics and manually crafted features for classification [5] 
[24]. With the increasing adoption of deep learning in recent years, ASE models based on pre-
trained language models have been proposed and have achieved remarkable performance [26] 
[30] [34] [35] [36]. In comparison to the traditional methods in this context, ASE models based 
on pre-trained language models consistently achieve superior performance. For example, [36] 
employs Bert [37] as the backbone network and introduces probing for the purpose of 
extracting additional semantic information from the language model. [26] propose a context-
aware model based on Roberta [30], encoding the head propositions in a context window for 
ASE tasks. Our model builds upon the framework presented in [26], and further explores for 
the efficient utilization of contextual information and elimination of contextual noise. 

Data augmentation  Data augmentation is a technique aimed at enhancing the diversity of 
examples trained without the need for collecting the new data. It has yielded significant results 
across various deep learning and machine learning tasks [38]. During recent years, there has 
been a growing focus on data augmentation within the field of Natural Language Processing 
(NLP). This surge is particularly notable due to the widespread availability of large pre-trained 
language models, which has led to the exploration of numerous tasks and domains. Many of 
these are resource-constrained, characterized by limited training samples, thus underscoring 
the pivotal role played by data augmentation [39]. Building on the foundation laid by [38] and 
[39], more recent works take advantage of cutting-edge architectures like BERT [37] to 
achieve better results. For instance, [40] utilize BERT (Bidirectional Encoder Representations 
from Transformers) to address bottlenecks in the LSTM-based language model proposed by 
[41]. They introduce a conditional BERT model, which once well-trained, serves as a tool for 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 19, NO. 1, January 2025                                5 

 

augmenting sentences, in this approach, random words are masked within a labeled sentence, 
and conditional BERT is employed to predict new words consistent with the label of the given 
sentence. This method is compared with the identical methods studied in [40], using the same 
datasets, and consistently demonstrates superior performance in all evaluated scenarios. 
Additionally, [42] employs a pair of corruption and reconstruction functions to move randomly 
on a data manifold using BERT. The experiment consistently outperforms existing data 
augmentation methods and baseline models. In a similar vein, [43] introduce Augmented 
ABERT which employs a cross-encoder to label new input pairs, augmenting the training data. 
This augmentation strategy improves its performance in pairwise sentence scoring tasks. 

MLM  In general, the primary objectives of pretraining models can be categorized mainly 
into auto-regressive (AR) language modeling and auto-encoding (AE), with Masked language 
model (MLM) falling under the latter category. An illustrative example is provided by [37], 
who introduced a masked language model as the BERT architecture. This model adopts a 
random masking strategy to select the mask tokens, with the goal of pretraining deep 
bidirectional representations by reconstructing the original token from unmasked data. Roberta 
[29], on the other hand, represents a replication study of Bert's pretraining approach. It 
incorporates a comprehensive evaluation of the effects of hyperparameter tuning and training 
set size to determine the most influential factors. The experiments demonstrate that 
performance can be substantially promoted by removing the next sentence prediction objective, 
training the model on a larger corpus with a bigger batch size, and dynamically choosing 
tokens for masking in the input sequence. In recent years, several variants of Masked Language 
Models (MLMs) based on BERT, employing different masking strategies, have been proposed. 
Examples include XLNet [44] and MASS [45]. Furthermore, some research endeavors have 
introduced knowledge-enabled masking strategies, aiming to incorporate domain-specific 
knowledge into language models. For instance, [46-48] choose to mask named entities and 
[49-51] propose masking units such as spans during pre-training. 

 

3. Method 

In this section, we will introduce the proposed approach for enhancing the utilization of 
contextual information in ASE. We begin by providing an in-depth description of the task ASE, 
followed by detailed explanation of the model architecture of the proposed E-ASE. 
Subsequently, we introduce our data augmentation methods for mitigating the impact of 
discourse markers. Finally, the training loss will be presented. 

3.1 Task of ASE 

Argumentation Structure Extraction (ASE) is commonly formulated as a classification task. 
In formal terms, we define a dataset 𝐷𝐷 = �𝑑𝑑𝑖𝑖�𝑖𝑖=1

𝑁𝑁 consisting of N documents, where each 
document comprises multiple propositions{sk}i. The objective of our task is to predict the 
presence of specific relationships, such as 'attack', 'support', or 'no - relation', between  sk and 
sj , where the target propositions 𝑠𝑠𝑗𝑗  is head and 𝑠𝑠𝑘𝑘  refers to tail. Our end-to-end model 
considers all propositions pairs. 

For each proposition 𝑺𝑺𝒊𝒊  within documents, we fed them into Roberta separately in 
parallel. 𝑯𝑯𝒊𝒊

𝒔𝒔 , the sentence representation of a given proposition 𝑺𝑺𝒊𝒊 . 𝑪𝑪𝒊𝒊 , the context-aware 
sentence representation for a given proposition 𝑺𝑺𝒊𝒊. 
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3.2 E-ASE 

Following the approach outlined in [26], our proposed E-ASE is constructed based on pre-
trained Roberta model, which has achieved great success in a wide spectrum of natural 
language understanding tasks and has served as foundation model in numerous classification 
tasks. As Roberta has been widely investigated in many previous works, this paper will only 
focus on our novel modifications while omitting detailed discussions of Roberta's internal 
architecture. Interested readers are referred to [29] for comprehensive information regarding 
Roberta. 

Given a document 𝑆𝑆 = (𝑠𝑠1, … , 𝑠𝑠𝑖𝑖, … , 𝑠𝑠𝑁𝑁), where 𝑠𝑠𝑖𝑖  is the 𝑖𝑖 -th proposition and 𝑁𝑁  is the 
amount of sentence in the document. For each proposition, the [CLS] token is added at the 
head position. Diverging from the approach employed in [26], which concatenates context 
sentences together, we feed 𝑁𝑁 propositions into Roberta separately in parallel. For a given 
proposition 𝑠𝑠𝑖𝑖, its sentence representation 𝐻𝐻𝑖𝑖𝑠𝑠 is calculated as: 

 
                                                  (1) 

 
                                                (2) 

 
where 𝑅𝑅𝑜𝑜𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑥𝑥) means to get the hidden state by feeding 𝑥𝑥 into Roberta, and 𝑖𝑖𝑖𝑖𝑑𝑑𝑅𝑅𝑥𝑥𝑐𝑐𝑐𝑐𝑠𝑠 

represents the index of [CLS] token. As the sentence representation ℎ𝑖𝑖 does not contain the 
context information, the sentence-level self-attention is applied to incorporate the contextual 
information. The context-aware sentence representation 𝐶𝐶𝑖𝑖for proposition 𝑖𝑖 is calculated as: 

 
                                         (3)                                                            

 
In the self-attention, 𝑄𝑄 , 𝐾𝐾  and 𝑉𝑉  are identical, and they are all set as the sentence-level 
representation, i.e., [ℎ1, … ,ℎ𝑖𝑖 , … ,ℎ𝑁𝑁]. For a comprehensive understanding of self-attention 
calculation, we refer the readers to [28]. Based on the calculated context-aware sentence 
representations, we calculate the relation for proposition 𝑖𝑖 and 𝑗𝑗 as: 

                              (4) 

where 𝐶𝐶𝑖𝑖  and 𝐶𝐶𝑗𝑗  are the context-aware sentence representations for propositions 𝑖𝑖  and 𝑗𝑗 
separately, 𝑊𝑊1  and 𝑊𝑊2  are two trained weight matrices. The whole architecture of the 
proposed E-ASE is illustrated as Fig. 2. 
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Fig. 2. The architectural design of our proposed model for argument structure extraction. 

3.3 Data Augmentation 

Since discourse markers exert considerable influence on the model's predictions, they can lead 
the model to appear `arrogant` and `lazy`, as it tends to make accurate predictions based solely 
on these discourse markers without comprehending the whole context. However, in general 
cases, the ability to grasp the context is crucial for the model to provide correct predictions. 
Therefore, to mitigate the adverse impact of discourse markers, we propose data augmentation 
by randomly noising the discourse markers. 

The data augmentation method can be divided into two distinct steps. Firstly, we augment 
the training corpus by noising discourse markers. Specifically, for training examples with 
discourse markers, we augment them by either removing the discourse markers or replacing 
the discourse markers with any other word. With the data augmentation, the ratio of the 
discourse markers in the training corpus has declined by a large margin. Secondly, following 
the idea of masked language modeling, we employ self-supervised training to enhance the 
model's capacity to comprehend the context information. In particular, we randomly replace 
some words with the [MASK] token and then use the MLM loss to predict the original words. 
Contrary to the traditional works which assign equal importance to each word, we treat the 
discourse markers differently from the normal words, where the replacing probability for 
discourse markers is two times higher than normal words. This is mainly because we aim to 
encourage the model to gather more richer context information to predict the discourse makers.   

3.4 Training 

The training of the proposed E-ASE can be divided into two separate processes: pre-training 
and finetuning. In the pre-training process, the MLM loss is applied to pre-train the encoder, 
which enhances the encoder's ability to comprehend the context information; After pre-
training, we finetune the whole model with the classification loss.  
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4. Experiment and Results 

Experiments are conducted on publicly available corpora spanning various domains. This 
section begins by outlining our experimental setup, which includes the corpora and baselines 
employed in this paper. Subsequently, implementation details and the evaluation will be 
presented. Finally, we will report our main results. 

4.1 Experiment Setups 

This subsection describes the experimental setups in detail for easy reproduction. Specifically, 
we will present the corpora used in this paper and introduce our baseline works. 

4.1.1 Corpus 

In this paper, five openly accessible corpora, namely AMPERE, Essays, AbstRCT, ECHR, 
and CDCP, are utilized. These corpora originate from diverse domains and have been widely 
employed in prior research. 

AMPERE The dataset AMPERE consists of 400 reviews from ICLR 2018, which are collected 
from OpenReview1 [26]. Each example within this dataset represents a paper review, enriched 
with annotated segmented propositions and the corresponding types, such as evaluation, 
request, fact, and more. Annotators are required to further annotate the relations among these 
segmented propositions, namely support and attack. In accordance with prior studies, we use 
300, 20, and 80 samples for training, validation, and testing respectively. 
 
Essays The dataset Essays contains 402 essays, as assembled by [5], and obtained from2 . The 
propositions within these essays are meticulously annotated at the sub-sentence level, 
categorized into types such as premise, claim, or major claim. Additionally, the relations 
among these propositions (support or attack) are annotated from a premise to a claim or to 
another premise. Following previous works, we allocate 228 samples for training, 40 for 
validation, and 80 for testing.    
 
AbstRCT The dataset Biomedical Paper Abstract contains 700 paper abstracts from [25]. 
Note that the dataset contains fewer propositions compared to the previous mentioned ones, 
with only 70 attack links presents. Following previous works, we regard attack as no-rel, and 
only make classification on support and no-rel, given the significantly low occurrence of 
attack instances. Concretely, we use 350, 50, and 300 for training, validation, and testing. 
 
ECHR The dataset ECHR, as described in [9], comprises 42 documents from the European 
Court of Human Rights. Within this dataset, the links are annotated from premises to 
conclusions. 
 
CDCP The dataset CDCP, as detailed in [32], contains annotated comments related to 
Consumer Debt Collection Practices. This dataset includes information on supporting relations. 

 
1 https://openreview.net 
2 essaysforum.com 
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4.1.2 Baselines 

We compare our model with the following baselines. SVM-linear and SVM-RBF [6] are the 
feature-based models relying on support vector machines to extract key features, aiding in 
identifying argumentative relations between propositions. In contrast, the other models are 
neural network based. SEQPAIR encodes the head and tail separately, while SEQCON 
encodes them within each other’s context. CASE and ECASE are built on the RoBERTa model, 
with different strategies for leveraging context. CASE simply concatenates contextual 
propositions, whereas ECASE enhances this approach with a sentence-level attention 
mechanism to improve the utilization of contextual information. 

 
SVM-linear The traditional lexical ASE model, SVM-linear, was implemented using 

features adapted from Table 10 of [6], except for features specific to the essays domain. [26] 
construct experiments with linear kernel and adjust regularization coefficients during 
validation. 

 
SVM-RBF The model SVM-RBF introduces a radial-basis function(RBF) kernel in the 

experiments, and the regularization factors are tuned on validation. 
 
SEQPAIR  The model SEQPAIR uses BERT to encode the head and trail propositions in 

an individually sentences separately and concatenates their features to predict the 
argumentative relation.  

 
SEQCON SEQCON, a model extended to a context-aware version from SEQPAIR, which 

encodes the head and tail in the context of each other and concatenates [CLS] representations 
of the head and tail for classification. 

 
CASE CASE (context-aware ASE model) as introduced in [26], concatenates the head 

sentence with forward context propositions and backward propositions in a variable contextual 
window with the goal of predicting the argumentative relations. 

 
ECASE ECASE (efficient context-aware ASE model) as presented in [30], concatenates 

the head sentence with forward context propositions and backward propositions in a variable 
context window and employ sentence-level attention for further extracting the relations 
between sentences. 

4.2 Implementation and Evaluation 

Consistent with previous works, we employ the pre-trained Roberta as our encoder, which is 
the official release version of Huggingface3. Our implementation is based on the code base 
released by the baseline work of CASE [26]. The proposed model and baseline models are 
trained on one V100 GPU with Adam optimizer. As for the hyper-parameters, the learning 
rate is set as 1e-5, and its scheduler is set as constant. For all corpus, we train our model with 
10 epochs. For the data augmentation, the probability of mask replacement is 0.45, and the 
probability of replacing words with others is 0.2. For evaluation, we use the official toolkit for 
calculating the macro-F1 score. For each experiment, we report the averaged result with five 
different random seeds.  

 
3 https://huggingface.co/ 
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4.3 Main Results 

In this section, we present the primary results obtained from the five datasets, as shown in 
Table 2. In the end-to-end setting, E-ASE demonstrates superior performance, achieving 
Macro F1 scores of 74.15%, 70.07%, 74.29%, 69.21%, and 72.71% across the five datasets, 
outperforming the baselines. On average, E-ASE surpasses CASE-20 by 2.49% and ECASE 
by 1.29% in Macro F1 scores. Notably, E-ASE achieves significant improvements on the 
AMPERE, Abstract, and CDCP datasets, highlighting its ability to effectively leverage 
contextual information for identifying argumentative relations. On the ECHR dataset, E-ASE 
attains a competitive Macro F1 score of 69.21%, slightly lower than ECASE-20 (69.49%), 
likely due to the unique complexities of legal texts. Furthermore, models incorporating 
backward and forward contextual inputs, such as CASE and ECASE, consistently outperform 
SEQPAIR and SEQCON-10, emphasizing the importance of input structure and context-
awareness. Overall, these results underscore that efficiently utilizing contextual information is 
critical for improving the recognition of argumentative structures in discourse. 

5. Analysis 

5.1 Analysis of Discourse Markers 

In our previous experiments, we found that discourse markers have much effect on the final 
performance, which motivates us to relieve our model's dependence on the discourse markers 
with data augmentation and MLM loss. Therefore, it is a natural question of whether our model 
can relieve the effects of discourse markers. To answer this question, we construct two 
different test sets, which are named Test Normal and Test Discourse Marker respectively. Test 
Normal only includes examples without discourse markers and Discourse Marker includes 
examples with discourse markers.  Both test sets have the same number of examples (i.e., the 
number of examples with discourse markers in the original test set), which are extracted from 
the original test set. We report the performance of our model and the baseline model, i.e., 
CASE, on the two test sets. The results are reported in Table 3. It's evident that when 
transitioning the Test Discourse Marker to Normal, the performance of CASE-20 experiences 
a significant decrease of 4.7 percent from the original level. In contrast, our model exhibits a 
notably smaller decrease of only 0.5 percent. This observation serves as a demonstration of 
our model's ability to mitigate the effects of discourse markers effectively. 

Table 2. Results of our model on the tested five datasets. For results of the baseline models, we 
directly copy their results from the corresponding original papers. `-` represents that the original paper 

did not report the results. `-10' and `-20' refer to the context length used in the baseline models. 
`Supp.', `Atk.' and 'Macro' represent the F1 scores of `Support', `Attack', and final macro respectively. 
 

 AMPERE Essays AbstRCT ECHR CDCP 
 Supp Atk Macro Supp Atk Macro Supp Macro Supp Macro Supp Macro 

SVM-Linear - - 24.82 - - 28.69 - - - 21.18 - 29.01 
SVM-RBF - - 26.38 - - 31.68 -  - 21.36 - 30.34 
SEQPAIR 17.34 7.40 26.42 31.42 24.32 30.37 17.32 32.34 23.11 33.23 14.16 28.44 

Head Given 
SEQCON-20 43.04 49.67 63.34 47.71 30.14 57.40 60.60 69.20 41.81 65.48 38.34 63.10 
CASE-20 64.45 68.56 77.41 72.14 40.14 69.13 63.35 70.94 35.18 69.35 45.63 69.56 
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End-to-End 
CASE-20 60.33 60.55 73.23 70.73 36.31 68.58 64.85 72.79 31.77 65.66 39.56 66.22 
ECASE-20 60.82 57.56 72.82 73.74 37.54 69.51 63.58 73.59 39.63 69.49 46.87 70.16 
E-ASE(Ours) 63.04 59.12 74.15 73.90 38.21 70.07 64.91 74.29 37.21 69.21 45.25 72.71 

Table 3. Results for analyzing on discourse markers. '-20' refer to the context length used in the 
baseline models. 

 Test Normal Test Discourse Marker  

CASE-20 68.4 71.8 
E-ASE(Ours) 71.9 72.3 

Table 4. Ablation study of E-ASE with context length 20. '𝒘𝒘/𝒐𝒐' refers to without. 
 Macro Average 

E-ASE 72.1 
𝑤𝑤/o MLM 71.3 
𝑤𝑤/o Sentence-level Attention 70.1 
𝑤𝑤/o Data Augmentation 70.8 

Table 5. Results of inference efficiency between CASE and E-ASE. 
 Average Inference Time (s) 

CASE-20 51 
E-ASE(Ours) 37 

 

5.2 Ablation Study 

We conduct an ablation study to assess the effectiveness of each component in our model and 
methodology, namely data augmentation, sentence-level attention and MLM loss. The 
experimental results are presented in Table 4, where each row corresponds to a different 
configuration tested during the ablation study. As demonstrated in the ablation tests, removing 
the MLM loss component resulted in a 1.1 percent decrease in the macro average, removing 
the sentence-level attention led to a 2.7 percent decreasing and removing data augmentation 
led to a 1.8 percent decrease. Our ablation study underscores the critical importance of 
sentence-level attention in achieving the state-of-the-art results. 

5.3 Inference Efficiency 

We compare the inference efficiency between our model and the baseline model, CASE. To 
calculate the inference efficiency, we run the inference process of each model on the same 
machine and GPU device, i.e., one V100 GPU device. The average inference time of each 
model on the five test sets is reported in Table 5. The results indicate that the average inference 
time for E-ASE is 27.5 percent faster than that for CASE. These results also serve as a 
compelling demonstration of our efficient strategy, which involved feeding individual 
propositions into the model in parallel. 
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Fig. 3. Case study of ASE. In the first column of Relations: the term in order is head, tail, and 

argumentative relations from tail to head. The case is tested in end-to-end setting. 
 

6. Case Study and limitation 

Fig. 3 shows some cases in the test set. It is evident that E-ASE outperforms CASE in scenarios 
involving lengthy context documents. This observation underscores the capacity of our model 
to leverage contextual information more effectively. Additionally, we conduct tests on various 
samples within ECHR and CDCP. Notably, our model consistently outperforms CASE in the 
identification of argumentative relations across these datasets. 

Based on the discussion in section 5.1, our analysis of discourse markers has demonstrated 
that our model is effective in mitigating the influence of discourse markers. This success is 
primarily attributed to the utilization of data augmentation and MLM loss. Indeed, the 
inclusion of MLM loss during data augmentation can potentially lead to an increase in the 
model's training time. Therefore, in future work, we plan to explore more efficient strategies 
for optimizing training time during data augmentation. 

 

7. Conclusion and Future Research 

In this work, we have proposed an efficient context-aware Argument Structure Extraction 
(ASE) model by augmenting the training corpus and employing sentence-level attention, 
significantly improving the utilization of contextual information. Experimental results 
demonstrated that our approach consistently outperformed strong baseline models across five 
diverse datasets. Ablation studies further confirmed the importance of each module in our 
framework. This study underscores the potential of efficiently leveraging contextual 
information and highlights the critical role of sentence-level attention in reducing redundancy 
and enhancing performance. 
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However, the use of MLM loss during data augmentation increases training time, 
presenting a trade-off between performance and efficiency. In future work, we plan to explore 
more efficient strategies to optimize training time during data augmentation. Additionally, we 
aim to incorporate large language models to improve generalization and accuracy. Techniques 
such as in-context learning, and instruction fine-tuning will be investigated to further enhance 
the model's adaptability and performance across a broader range of ASE tasks.  
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